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Abstract— The determination of recipients for student financial aid often faces challenges related to 

subjectivity in the selection process, necessitating a system capable of conducting objective analysis. This 

study develops a Decision Support System using the K-Means method to cluster students based on similar 

socioeconomic characteristics and the MOORA method to rank aid recipients more accurately. The K-Means 

method is applied to classify students into three clusters based on parental income, number of dependents, 

and academic performance. The clustering results indicate that students in Cluster 1 belong to the lowest 

economic group, making them the top priority in the selection process. Subsequently, the MOORA method is 

used to rank students within Cluster 1 based on an optimal value calculated from the weighted benefit and 

cost criteria. This calculation produces a priority ranking that is more transparent and objective compared to 

conventional selection systems. The findings show that the combination of K-Means and MOORA methods 

enhances accuracy in selecting aid recipients while reducing subjectivity in the selection process. With this 

system, schools or relevant institutions can expedite decision-making and ensure that aid is distributed to the 

students most in need. This study is expected to serve as a solution for educational institutions in improving 

the effectiveness and efficiency of student welfare programs. 
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I. INTRODUCTION 
Poverty remains one of the major social issues faced by many countries, including 

Indonesia. Its impact is not limited to economic aspects but also affects the quality of 

human resources. The inability to meet basic needs, such as food, clothing, education, and 

healthcare, is one of the tangible consequences of poverty [1]. Education, as a key pillar 

in improving human resource quality, is often hindered by economic constraints [2]. 

However, a nation's progress heavily depends on the mastery of science and technology, 

which can only be achieved through equitable and high-quality education [3], [4]. 

To address economic barriers to education access, the Indonesian government has 

launched the Poor Student Assistance program. This program aims to provide financial 

aid to students from underprivileged families, enabling them to continue their education. 

In addition to assisting students facing financial difficulties, the program is also expected 

to encourage dropouts to return to school. However, the effectiveness of this program 

largely depends on the accuracy of recipient selection. Without a transparent and accurate 

system, the program risks being misallocated [5]. 

http://issn.pdii.lipi.go.id/issn.cgi?daftar&1477454267&1&&
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In reality, reports from the Ministry of Education, Culture, Research, and Technology 

through the Center for Education Financing Services indicate that many cases of 

misallocation still occur in the distribution of Poor Student Assistance funds. Some major 

factors contributing to this issue include individuals deliberately claiming aid that 

rightfully belongs to others in greater need, falsification of the Certificate of Economic 

Hardship  by neighborhood officials, and a lack of transparency and accountability in the 

verification process at the school level [6]. Furthermore, the government has often been 

slow in addressing these problems, leading to suboptimal aid distribution. Therefore, a 

more objective, transparent, and efficient system is needed to determine aid recipients, 

ensuring that the Poor Student Assistance program operates more effectively [6], [7]. 

To address these challenges, this study aims to develop a Decision Support System 

that can assist in selecting Poor Student Assistance recipients with greater accuracy and 

fairness. A Decision Support System is a computer-based system designed to help 

decision-makers solve problems by generating the best possible alternatives based on 

available data. In this study, a combination of the K-Means and MOORA (Multi-

Objective Optimization on the Basis of Ratio Analysis) methods is employed to improve 

the accuracy of recipient selection. 

The K-Means method is used to cluster aid applicants based on two primary criteria: 

family dependents and parental income. This method is effective for clustering data with 

high accuracy, as it groups data into more homogeneous categories based on proximity 

values [8]. Once the eligible recipient group is formed, the next step involves ranking 

using the MOORA method. MOORA is chosen for its ability to handle multi-criteria 

decision-making problems [9]–[11]. In this study, an additional criterion, student 

academic performance, is incorporated into MOORA as a supporting factor in prioritizing 

aid recipients. This approach enables the system to provide more objective 

recommendations in selecting Poor Student Assistance recipients [7], [12]. 

Several previous studies have implemented the MOORA method in Decision Support 

Systems for scholarship selection. A study by E. Nahak [13] developed a web-based 

system to assist administrative staff in selecting recipients of the Indonesia Smart 

Program (PIP) scholarship, ensuring aid is allocated accurately. The findings indicated 

that a web-based system enhances efficiency and accuracy in recipient selection. Another 

study by Renny Puspita Sari [14] applied the MOORA method in a Decision Support 

System for Bidikmisi scholarship selection, demonstrating that MOORA provides a more 

systematic and accurate approach to scholarship recipient determination. 

However, this study introduces significant differences compared to previous research. 

Here, the K-Means method is utilized in the initial selection stage to cluster applicants 

based on objective economic criteria before ranking them using the MOORA method. 

This approach offers the advantage of reducing bias in the preliminary selection and 

enhancing the efficiency of the selection process. Moreover, this study specifically 

focuses on the application of the combined K-Means and MOORA methods in 

determining Poor Student Assistance recipients—an area that has not been extensively 

explored in previous research. With this novel approach, the developed system is 

expected to provide a more accurate, fair, and transparent solution for the distribution of 

student financial aid, ensuring that assistance reaches those who need it most. 

 

II. RELATED WORKS 
A. K-Means Clustering 

The K-Means clustering method is employed in this study to group student data based 

on economic and academic characteristics, allowing for a more objective selection of 

Poor Student Assistance recipients. K-Means is a non-hierarchical algorithm that 

partitions data into a predetermined number of clusters (𝑘) based on similarity in 
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characteristics [15], [16]. This algorithm is chosen because it is faster in clustering data 

compared to hierarchical methods, which require a structured hierarchy [17], [18]. 

 

B. Multi-Objective Optimization on the Basis of Ratio Analysis (MOORA) 

The Multi-Objective Optimization on the Basis of Ratio Analysis (MOORA) method 

is applied in this study to optimize multiple conflicting attributes within a defined 

constraint. This method involves assigning weights to each attribute and performing a 

ranking process to select the best alternative for decision-making [19]. MOORA is 

advantageous due to its simplicity, flexibility, and high selectivity, making it widely used 

in various fields, including the selection of poor student aid recipients [20]. 

 

III. METHOD 
This study aims to develop a Decision Support System to objectively determine the 

eligibility of Poor Student Assistance recipients at SMP Negeri 6 Pematangsiantar. The 

methodology used in this research combines the K-Means method for the clustering 

process and the MOORA method for ranking the aid recipients. 

 

 

Figure 1. Research Framework 

 

A. Problem Identification 

At this stage, an analysis is conducted to identify issues in determining recipients of 

Poor Student Assistance. The primary problem is the misallocation of aid due to a lack of 

transparency, subjectivity in the selection process, and potential data manipulation. 

Additionally, the selection process for assistance recipients at SMP Negeri 6 

Pematangsiantar is still carried out manually, making it prone to errors. The problem 

identification is based on interviews with school representatives, literature reviews, and 

data related to the assistance program. 

 

B. Data Collection 

The data collection phase involves gathering information from various relevant 

sources, primarily student data from SMP Negeri 6 Pematangsiantar who applied for Poor 

Student Assistance. The collected data includes economic and academic factors, which 

play a crucial role in the selection process. The economic factors analyzed include 

parental income and family dependents, which serve as primary indicators in determining 

students' level of need. Meanwhile, academic factors are assessed based on students' 

report card grades, which are considered in the ranking process for aid recipients. 

 

C. Data Clustering Using K-Means 

The K-Means clustering process in this study involves the following steps: 

a. Determining the number of clusters (𝑘). 

The number of clusters is set to three (𝑘=3), consisting of groups categorized as 

highly in need of assistance, in need of assistance, and less in need of assistance. 

b. Initializing initial centroids randomly. 

The initial centroids (𝑉) are selected randomly from the available dataset, using the 

following equation: 

𝑉  ∑  

 

   

                                                                   

c. Calculating the Distance Between Each Data Point and the Centroid Using 

Euclidean Distance. 
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This algorithm measures the proximity of data points to the cluster center using the 

following equation: 

         √∑       
 

 

   

                                         

d. Assigning Each Data Point to the Nearest Cluster. 

Once the distances are calculated, each data point is assigned to the cluster with the 

closest centroid. 

e. Recalculating the New Centroid Positions (𝑘). 

After all data points have been assigned to clusters, the centroid positions are 

recalculated for each cluster. 

f. Iterating Until No Further Centroid Changes Occur 

If the new centroid positions continue to change, the iteration is repeated from step 

(c) until the centroids remain stable. 

 

D. Ranking Using MOORA 

The steps in implementing the MOORA method are as follows: 

a. Determining the Decision Matrix Values. 

The first step involves constructing a decision matrix based on the clustering 

results obtained from the K-Means method. This matrix represents the values of 

each alternative (student) based on predefined criteria, such as economic and 

academic factors. 

  [

   

   

 
   

    

   

   

 
   

   

 
 
 
 

   

   

   

 
   

]                                    

b. Normalization of the Matrix.  

After constructing the decision matrix, the next step is normalization to ensure that 

all values are on a comparable scale. Normalization is performed using the 

following formula: 

   
  

   

√∑    
  

   

                                                       

c. Optimizing Attributes for Multi-Objective Analysis. 

In this stage, each normalized value is multiplied by its predefined weight. The 

calculation is done by summing the values of benefit criteria and subtracting the 

values of cost criteria. 

   ∑  

 

   

    
  ∑   

 

     

    
                      

d. Ranking Alternatives. 

The final result from the previous calculations is used to rank the alternatives. 

Students with the highest    score are given the highest priority for receiving aid, 

as they best meet the economic and academic selection criteria. 

 

IV. RESULT AND DISCUSSION 
A. Data Collection 

The data utilized in this study were obtained from multiple sources, primarily from 

students of SMP Negeri 6 Pematangsiantar who applied for the Poor Student Assistance 

program. For analysis purposes, the study utilized a sample of 30 students. To determine 

the aid recipients, three main criteria were used: 

a. Parent's Income, serving as an indicator of the family's economic condition. 
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b. Number of Dependents, reflecting the financial burden within the household. 

c. Report Card Grades, an academic factor supporting the selection process. 
 

Table 1. Overall Data 

ID Alternative (Student) Dependents Income (per month) (Rp) Report Card Score 

A-01 3 1.000.000 75 

A-02 4 1.500.000 80 

A-03 4 1.000.000 90 

A-04 5 1.500.000 78 

A-05 3 500.000 88 

A-06 5 1.000.000 65 

A-07 6 1.000.000 79 

A-08 3 700.000 80 

A-09 5 1.000.000 78 

A-10 4 1.200.000 85 

A-11 3 1.000.000 75 

A-12 2 500.000 90 

A-13 4 1.000.000 70 

A-14 5 700.000 80 

A-15 3 1.300.000 78 

A-16 5 1.000.000 76 

A-17 4 900.000 88 

A-18 3 1.500.000 90 

A-19 3 1.200.000 90 

A-20 4 1.000.000 88 

A-21 2 1.500.000 9 

A-22 5 1.500.000 79 

A-23 4 1.000.000 70 

A-24 3 1.000.000 65 

A-25 3 1.400.000 70 

A-26 4 700.000 70 

A-27 5 750.000 69 

A-28 6 1.000.000 78 

A-29 5 1.000.000 70 

A-30 4 1.500.000 76 

 

B. Processing Data Using K-Means 

In the K-Means calculation, two main attributes are used in the clustering process. 

First, Dependents, categorized as X (the number of family members financially supported 

by the parents). Second, Parental Income, categorized as Y (the total monthly income of 

the parents). 
Table 2. K-Means Calculation Data 

ID Alternative (Student) Dependents Income (per month) (Rp) 

A-01 3 1.000.000 

A-02 4 1.500.000 

A-03 4 1.000.000 

A-04 5 1.500.000 

A-05 3 500.000 

A-06 5 1.000.000 

A-07 6 1.000.000 

A-08 3 700.000 

A-09 5 1.000.000 

A-10 4 1.200.000 

A-11 3 1.000.000 

A-12 2 500.000 

A-13 4 1.000.000 

A-14 5 700.000 

A-15 3 1.300.000 

A-16 5 1.000.000 

A-17 4 900.000 
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A-18 3 1.500.000 

A-19 3 1.200.000 

A-20 4 1.000.000 

A-21 2 1.500.000 

A-22 5 1.500.000 

A-23 4 1.000.000 

A-24 3 1.000.000 

A-25 3 1.400.000 

A-26 4 700.000 

A-27 5 750.000 

A-28 6 1.000.000 

A-29 5 1.000.000 

A-30 4 1.500.000 

 

C. Determining Initial Cluster Centers 

Based on the data in Table 1 and Table 2, the clustering process is conducted by 

dividing the data into three clusters (𝑘=3). The initial centroid points, selected randomly, 

are determined as follows: 

a. Data point 5 as the center of Cluster 1 

b. Data point 20 as the center of Cluster 2 

c. Data point 30 as the center of Cluster 3 
Table 3. Cluster Center Points 

Cluster Center Dependents Income (per month) (Rp) 

C1 3 500.000 

C2 4 1.000.000 

C3 4 1.500.000 

 

D. Iteration 1 Calculation Process 

The calculation process begins with Iteration 1, where the distance between each data 

point and all centroids is computed using the Euclidean Distance formula. 

 (     )  √     
        

                                    

 

This iteration aims to form the initial clusters by assigning each data point to the 

cluster with the nearest centroid. To determine the nearest distance between each data 

point and the centroid, the Euclidean Distance method is used as follows: 

a. If C1 < C2 and C1 < C3, then the data point is assigned to Cluster 1. 

b. If C2 < C1 and C2 < C3, then the data point is assigned to Cluster 2. 

c. If C3 < C1 and C3 < C2, then the data point is assigned to Cluster 3. 

 

The calculation results for selected data points are presented in Table 4. As shown in 

Table 4, data point 1 has the shortest distance to centroid 2, so it is grouped into Cluster 2. 

Using the same process, the nearest distance for all data points can be determined. This 

distance serves as the basis for classifying each data point into Cluster 1, Cluster 2, or 

Cluster 3. 
Table 4. Cluster Determination for All Data in Iteration 1 

ID 

Alternative 
Dependents 

Income (per 

month) (Rp) 
                           

Cluster 

Grouping 

A-01 3 1.000.000 500.000 1 500.000 2 

A-02 4 1.500.000 1.000.000 500.000 0 3 

A-03 4 1.000.000 500.000 0 500.000 2 

A-04 5 1.500.000 1.000.000 500.000 1 3 

A-05 3 500.000 0 500.000 1.000.000 1 

A-06 5 1.000.000 500.000 1 500.000 2 

A-07 6 1.000.000 500.000 2 500.000 2 

A-08 3 700.000 200.000 300.000 800.000 1 

A-09 5 1.000.000 500.000 1 500.000 2 
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A-10 4 1.200.000 700.000 200.000 300.000 2 

A-11 3 1.000.000 500.000 1 500.000 2 

A-12 2 500.000 1 500.000 100.0000 1 

A-13 4 1.000.000 500.000 0 500.000 2 

A-14 5 700.000 200.000 300.000 800.000 1 

A-15 3 1.300.000 800.000 300.000 200.000 3 

A-16 5 1.000.000 500.000 1 500.000 2 

A-17 4 900.000 400.000 100.000 600.000 2 

A-18 3 1.500.000 1.000.000 500.000 1 3 

A-19 3 1.200.000 700.000 200.000 300.000 2 

A-20 4 1.000.000 500.000 0 500.000 2 

A-21 2 1.500.000 1.000.000 500.000 2 3 

A-22 5 1.500.000 1.000.000 500.000 1 3 

A-23 4 1.000.000 500.000 0 500.000 2 

A-24 3 1.000.000 500.000 1 500.000 2 

A-25 3 1.400.000 900.000 400.000 100.000 3 

A-26 4 700.000 200.000 300.000 800.000 1 

A-27 5 750.000 250.000 250.000 750.000 2 

A-28 6 1.000.000 500.000 2 500.000 2 

A-29 5 1.000.000 500.000 1 500.000 2 

A-30 4 1.500.000 1.000.000 500.000 0 3 

 

After ensuring that all data points (from data 1 to data 30) have been assigned to a 

cluster, the next step is to determine the new centroid based on the data grouped within 

each cluster. As shown in Table 5, this process begins with Cluster 1, which consists of 5 

data points. The new centroid for this cluster is calculated by taking the average value of 

the grouped data, resulting in a new centroid value of 3.4 for the number of dependents 

and Rp620,000 for parental income. 
Table 5. Determination of New Centroid for Cluster 1 

ID Alternative Dependents Income (per month) (Rp) 

A-05 3 500.000 

A-08 3 700.000 

A-12 2 500.000 

A-14 5 700.000 

A-26 4 700.000 

Total 17 3.100.000 

Average 3,4 620.000 

 

In Cluster 2, there are 17 data points grouped based on the initial calculation results. After 

recalculating, the new centroid is obtained by averaging the number of dependents and parental 

income within the cluster. The calculation results show that the new centroid value for the number 

of dependents is 4.29, while the new centroid value for parental income is Rp1,002,778. 
Table 6. Determination of New Centroid for Cluster 2 

ID Alternative Dependents Income (per month) (Rp) 

A-01 3 1.000.000 

A-03 4 1.000.000 

A-06 5 1.000.000 

A-07 6 1.000.000 

A-09 5 1.000.000 

A-10 4 1.200.000 

A-11 3 1.000.000 

A-13 4 1.000.000 

A-16 5 1.000.000 

A-17 4 900.000 

A-19 3 1.200.000 

A-20 4 1.000.000 

A-23 4 1.000.000 

A-24 3 1.000.000 

A-27 5 750.000 

A-28 6 1.000.000 
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A-29 5 1.000.000 

Total 73 17.050.000 

Average 4,294117647 1.002.777,778 

In Cluster 3, there are 8 data points grouped after the initial clustering process. After 

recalculating, the new centroid values are obtained by averaging the number of dependents and 

parental income within this cluster. The calculation results show that the new centroid for the 

number of dependents is 3.63 (rounded from 3.625), while the new centroid for parental income is 

Rp1,462,500. 
Table 7. Determination of New Centroid for Cluster 3 

ID Alternative Dependents Income (per month) (Rp) 

A-02 4 1.500.000 

A-04 5 1.500.000 

A-15 3 1.300.000 

A-18 3 1.500.000 

A-21 2 1.500.000 

A-22 5 1.500.000 

A-25 3 1.400.000 

A-30 4 1.500.000 

Total 26 11.700.000 

Average 3,625 1.462.500 

 

The average obtained from each cluster after the clustering process represents the new 

centroid. This new centroid value will be used in Iteration 2 to recalculate the distance of 

each data point from the updated centroid. These centroid values will be utilized in the 

next iterations to evaluate whether there are still changes in cluster assignments or if the 

process has reached a stable condition (convergence). 
Table 8. New Centroid in Iteration 1 

Cluster 1 3,4 620.000 

Cluster 2 4,294117647 1.002.777,778 

Cluster 3 3,625 1.462.500 

E. Iteration 2 Calculation Process 

In Iteration 2, the calculation process is repeated by measuring the distance between 

each data point and the new centroids obtained from the previous iteration. This 

calculation aims to determine whether any changes occur in the cluster assignments. Each 

data point is compared with the new centroid of each cluster, and the data is reassigned to 

the cluster with the closest distance. 
Table 9. Cluster Determination for All Data in Iteration 2 

ID Alternative                            Cluster Grouping 

A-01 380.000 2.777,778079 462.500 2 

A-02 880.000 497.222,2222 37.500 3 

A-03 380.000 2.777,777793 462.500 2 

A-04 880.000 497.222,2222 37.500 3 

A-05 120.000 502.777,7778 962.500 1 

A-06 380.000 2.777,777867 462.500 2 

A-07 380.000 2.777,778302 462.500 2 

A-08 80.000 302.777,7778 762.500 1 

A-09 380.000 2.777,777867 462.500 2 

A-10 580.000 197.222,2222 262.500 2 

A-11 380.000 2.777,778079 462.500 2 

A-12 120.000 502.777,7778 962.500 1 

A-13 380.000 2.777,777793 462.500 2 

A-14 80.000 302.777,7778 762.500 1 

A-15 680.000 297.222,2222 162.500 3 

A-16 380.000 2.777,777867 462.500 2 

A-17 280.000 102.777,7778 562.500 2 

A-18 880.000 497.222,2222 37.500 3 

A-19 580.000 197.222,2222 262.500 2 

A-20 380.000 2.777,777793 462.500 2 

A-21 880.000 497.222,2222 37.500 3 
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A-22 880.000 497.222,2222 37.500 3 

A-23 380.000 2.777,777793 462.500 2 

A-24 380.000 2.777,778079 462.500 2 

A-25 780.000 397.222,2222 62.500 3 

A-26 80.000 302.777,7778 762.500 1 

A-27 130.000 252.777,7778 712.500 1 

A-28 380.000 2.777,778302 462.500 2 

A-29 380.000 2.777,777867 462.500 2 

A-30 880.000 497.222,2222 37.500 3 

 

After ensuring that all data points from data 1 to data 30 have been assigned to a 

cluster, the next step is to determine the new centroids based on the data grouped within 

each cluster.
Table 10. Determination of New Centroid for Cluster 1 

ID Alternative Dependents Income (per month) (Rp) 

A-05 3 500.000 

A-08 3 700.000 

A-12 2 500.000 

A-14 5 700.000 

A-26 4 700.000 

A-27 5 750.000 

Total 22 3.850.000 

Average 3,666 641.666,666 

 
Table 11. Determination of New Centroid for Cluster 2 

ID Alternative Dependents Income (per month) (Rp) 

A-01 3 1.000.000 

A-03 4 1.000.000 

A-06 5 1.000.000 

A-07 6 1.000.000 

A-09 5 1.000.000 

A-10 4 1.200.000 

A-11 3 1.000.000 

A-13 4 1.000.000 

A-16 5 1.000.000 

A-17 4 900.000 

A-19 3 1.200.000 

A-20 4 1.000.000 

A-23 4 1.000.000 

A-24 3 1.000.000 

A-28 6 1.000.000 

A-29 5 1.000.000 

Total 68 16.300.000 

Average 4,25 1.018.750 

 
Table 12. Determination of New Centroid for Cluster 3 

ID Alternative Dependents Income (per month) (Rp) 

A-02 4 1.500.000 

A-04 5 1.500.000 

A-15 3 1.300.000 

A-18 3 1.500.000 

A-21 2 1.500.000 

A-22 5 1.500.000 

A-25 3 1.400.000 

A-30 4 1.500.000 

Total 26 11.700.000 

Average 3,625 1462500 
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The averages obtained from the three clusters serve as the new centroids, which are 

then used in Iteration 3 to recalculate the distance of each data point to the updated 

centroids. 
 

 

Table 13. New Centroid in Iteration 2 

Cluster 1 3,666666667 641.666,6667 

Cluster 2 4,25 1.018.750 

Cluster 3 3,625 1.462.500 

 

F. Iteration 3 Calculation Process 

The calculation process is repeated in Iteration 3 because the centroids still changed in 

the previous iteration. Therefore, a recalculation is necessary to ensure that each data 

point is assigned to the most appropriate cluster. 
Table 14. Cluster Determination for All Data in Iteration 3 

ID Alternative                            Cluster Grouping 

A-01 358,333 18.750 462.500 2 

A-02 858,333 481.250 37.500 3 

A-03 358,333 18.750 462.500 2 

A-04 858,333 481.250 37.500 3 

A-05 141,667 518.750 962.500 1 

A-06 358,333 18.750 462.500 2 

A-07 358,333 18.750 462.500 2 

A-08 58,333 318.750 762.500 1 

A-09 358,333 18.750 462.500 2 

A-10 558,333 181.250 262.500 2 

A-11 358,333 18.750 462.500 2 

A-12 141,667 518.750 962.500 1 

A-13 358,333 18.750 462.500 2 

A-14 58,333 318.750 762.500 1 

A-15 658,333 281.250 162.500 3 

A-16 358,333 18.750 462.500 2 

A-17 258,333 118.750 562.500 2 

A-18 858,333 481.250 37.500 3 

A-19 558,333 181.250 262.500 2 

A-20 358,333 18.750 462.500 2 

A-21 858,333 481.250 37.500 3 

A-22 858,333 481.250 37.500 3 

A-23 358,333 18.750 462.500 2 

A-24 358,333 18.750 462.500 2 

A-25 758,333 381.250 62.500 3 

A-26 58,333 318.750 762.500 1 

A-27 108,333 268.750 712.500 1 

A-28 358,333 18.750 462.500 2 

A-29 358,333 18.750 462.500 2 

A-30 858,333 481.250 37.500 3 

 

In Iteration 3, the nearest distance calculation is performed again to ensure that each 

data point is assigned to the most appropriate cluster based on the updated centroids from 

Iteration 2. 
Table 15. Determination of New Centroid for Cluster 1 

ID Alternative Dependents Income (per month) (Rp) 

A-05 3 500.000 

A-08 3 700.000 

A-12 2 500.000 

A-14 5 700.000 

A-26 4 700.000 

A-27 5 750.000 

Total 22 3.850.000 
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Average 3,666 641.666,666 

 

Table 16. Determination of New Centroid for Cluster 2 

ID Alternative Dependents Income (per month) (Rp) 

A-01 3 1.000.000 

A-03 4 1.000.000 

A-06 5 1.000.000 

A-07 6 1.000.000 

A-09 5 1.000.000 

A-10 4 1.200.000 

A-11 3 1.000.000 

A-13 4 1.000.000 

A-16 5 1.000.000 

A-17 4 900.000 

A-19 3 1.200.000 

A-20 4 1.000.000 

A-23 4 1.000.000 

A-24 3 1.000.000 

A-28 6 1.000.000 

A-29 5 1.000.000 

Total 68 16.300.000 

Average 4,25 1.018.750 

 

Table 17. Determination of New Centroid for Cluster 3 

ID Alternative Dependents Income (per month) (Rp) 

A-02 4 1.500.000 

A-04 5 1.500.000 

A-15 3 1.300.000 

A-18 3 1.500.000 

A-21 2 1.500.000 

A-22 5 1.500.000 

A-25 3 1.400.000 

A-30 4 1.500.000 

Total 26 11.700.000 

Average 3,625 1.462.500 

 

After calculating the average to determine the new centroids, the results show that the 

new centroids in Iteration 3 are the same as those in Iteration 2. Thus, the iteration 

process is stopped because there are no further changes in cluster assignments, indicating 

that the algorithm has reached convergence. 
Table 18. New Centroid in Iteration 3 

Cluster 1 3,666666667 641.666,6667 

Cluster 2 4,25 1.018.750 

Cluster 3 3,625 1.462.500 

G. MOORA Method Calculation 

In the MOORA method, the data used is derived from the K-Means clustering results, 

where Cluster 1 consists of students with the lowest parental income, thus having the 

highest priority compared to Cluster 2 and Cluster 3. 

1. Defining Objectives and Identifying Evaluation Attributes 

The weight of each criterion is determined based on its importance in the selection 

process. MOORA considers two types of criteria: 

a. Benefit (Max): A criterion where a higher value is more beneficial for the 

recipient. 

b. Cost (Min): A criterion where a lower value is more beneficial for the recipient. 
Table 19. K-Means Calculation Results in Cluster 1 

ID Alternative (Student) 
Income (per month) 

(Rp) 
Dependents Report Card Score 

A-05 500.000 3 88 

A-08 700.000 3 80 
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A-12 500.000 2 90 

A-14 700.000 5 80 

A-26 700.000 4 70 

A-27 750.000 5 69 

 
Tabel 20. Alternative 

ID Alternative C1 C2 C3 

A-05 500.000 3 88 

A-08 700.000 3 80 

A-12 500.000 2 90 

A-14 700.000 5 80 

A-26 700.000 4 70 

A-27 750.000 5 69 

 
Tabel 21. Criteria Weights 

Criteria Description Weight Type Explanation 

C1 Parental Income 4,5 Cost (Min) 
The lower the value, the 

higher the eligibility. 

C2 Dependents 3,5 Benefit (Max) 
The greater the number, 

the higher the eligibility. 

C3 Report Card Grades 2,0 Benefit (Max) 
The higher the value, the 

higher the eligibility. 

 

2. Creating a Decision Matrix 

The decision matrix contains the values of each alternative (student) based on the 

predetermined criteria. 
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3. Calculating the Normalized Matrix 

a. Criterion C1 (Parental Income) – Cost 

    
  

       

√                                                        

         
       

             
        

    
  

       

√                                                        

         
       

             
        

    
  

       

√                                                        

         
       

             
        

    
  

       

√                                                        

         
       

             
        

    
  

       

√                                                        

         
       

             
        

    
  

       

√                                                        

         
       

             
        

 



ITEJ June-2025, Volume 10 Nomor 1 Page 14 - 28 

26 

 

b. Criterion C2 (Number of Dependents) – Benefit 
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c. Criterion C3 (Report Card Score) – Benefit 
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Thus, the normalized matrix can be presented as follows. 

   
  

[
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4. Calculating the Optimum Value 

After obtaining the Normalized Matrix, the next step in the MOORA method is to 

calculate the optimization value. This is done by summing the benefit factors and 

subtracting the cost factor to determine the ranking of the most eligible students for 

financial aid. 
  

                                                  

  
                                                  

  
                                                 

  
                                                 

  
                                                 

  
                                                 

 

5. Ranking 

After calculating the optimization value    for each alternative (student), the final 

step is to rank them based on their     values. Students with the highest     values are 

given top priority for financial aid, as they best meet the selection criteria based on 

economic and academic factors. 
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Table 22. Ranking Results 

Student Name Nilai    Value Ranking 

A-14 0,7038 1 

A-05 0,60505 2 

A-27 0,4501 3 

A-12 0.2555 4 

A-26 0,2285 5 

A-08 -0,0424 6 

 

V. CONCLUSION 
This study successfully developed a Decision Support System for selecting recipients 

of financial aid for underprivileged students by integrating the K-Means and MOORA 

methods. The K-Means method was employed to cluster students based on parental 

income, number of dependents, and academic performance, where students in Cluster 1—

representing those with the lowest economic conditions—were prioritized for selection. 

Subsequently, the MOORA method was applied to rank eligible recipients more 

objectively, ensuring a more transparent and accurate selection process. The findings 

indicate that the developed system effectively reduces subjectivity, accelerates the 

analysis process, and enhances the efficiency of aid distribution. However, certain 

limitations exist, particularly in the number of variables used and the system’s reliance on 

the accuracy of initial data. Therefore, future improvements may involve incorporating 

additional selection criteria, such as housing conditions and prior social assistance 

received, as well as integrating web-based or mobile applications to enhance the 

efficiency of the selection process. Furthermore, the implementation of artificial 

intelligence techniques could serve as a potential solution to improve the system’s 

accuracy in assessing recipient eligibility. With further advancements, this system is 

expected to enhance the transparency, effectiveness, and efficiency of aid distribution for 

underprivileged students, thereby assisting educational institutions in optimizing student 

welfare programs. 
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