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Abstract—This study presents a lightweight prototype designed to improve SSH brute-force defense by 

enabling collaborative IP blocking across multiple servers. The system integrates Fail2Ban with WebSocket 

to distribute banned IP addresses in real-time among trusted nodes eliminating the need for centralized 

infrastructure. The experiment was conducted on 3 virtual private servers (VPS), where one acted as the 

WebSocket server and the others as clients equipped with Fail2Ban. When an SSH brute-force attack is 

detected, the source IP is automatically shared across the network and blocked on all connected nodes. A 

qualitative observational approach was used to evaluate the system’s feasibility. Log data from the clients and 

server was analyzed to confirm the accuracy and consistency of IP synchronization. The results showed that 

banned IPs were propagated and enforced on all nodes within seconds of detection. These findings 

demonstrate the potential for decentralized, lightweight collaboration among SSH servers to enhance security 

without introducing complex infrastructure or external dependencies. 

Keywords—Fail2Ban, WebSocket, SSH Security, Intrusion Prevention System, Threat Intelligence 

Sharing. 

 

I. INTRODUCTION 
Secure Shell (SSH) is widely regarded as the backbone protocol for secure remote 

access and server management. However, despite its cryptographic robustness, it remains 

a primary target for cyber attackers, particularly through brute-force login attempts. These 

attacks involve repeated attempts to guess credentials and gain unauthorized access, often 

executed using distributed botnets, which makes them harder to detect and mitigate[1][2]. 

Studies have shown a consistent rise in SSH brute-force attempts, particularly across 

cloud-based and virtualized infrastructures[3][4]. 

To combat this, tools like Fail2Ban have been extensively adopted due to their 

lightweight and host-level protection capabilities. Fail2Ban works by monitoring 

authentication logs and banning IP addresses that exceed a certain threshold of failed 

login attempts[5][6]. Its effectiveness in preventing localized brute-force attacks is well-

documented[7][8]. However, it inherently operates in isolation, each server only protects 

itself, and no intelligence is shared with other machines[9][10]. This creates a critical 

vulnerability: if Server A blocks a malicious IP, Server B remains unaware and 

potentially exposed to the same threat. 

This paper proposes a lightweight prototype that leverages WebSocket and Fail2Ban 

to enable real-time sharing of brute-force threat intelligence across SSH servers. Rather 

than relying on centralized databases or community consensus, the system facilitates 

immediate communication among trusted nodes using persistent WebSocket connections. 
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When a malicious IP is detected and banned on one server, it is instantly propagated to all 

others in the network. This collaborative model aims to shorten response time, reduce 

duplicated attacks, and strengthen collective resilience against SSH brute-force threats. 

Unlike complex distributed IDS solutions, this prototype emphasizes simplicity, 

flexibility, and ease of integration, making it suitable for medium-scale infrastructures or 

intra-organizational server environments. The focus of this study is not on quantitative 

benchmarking, but rather a qualitative exploration of how decentralized communication 

enhances proactive defense in SSH systems. 

 

II. RELATED WORKS 
Several approaches have been proposed to overcome the limitations of host-based 

intrusion prevention. Early works explored integrating Fail2Ban with centralized 

databases to propagate blocklists across multiple servers. For instance, T. Kumar et al. 

demonstrated a distributed Fail2Ban deployment in HPC clusters where all nodes 

synchronized their blocked IPs through a shared SQL backend[11]. While effective 

within small-scale environments, centralized approaches suffer from single points of 

failure, synchronization bottlenecks, and maintenance overhead[12][13]. 

Community-based platforms like CrowdSec aim to expand threat intelligence sharing 

at a global scale. Each CrowdSec agent contributes to and receives malicious IP data from 

a centralized consensus engine, enabling preemptive IP blocking across participating 

system[14][15]. Although promising, this model depends heavily on external 

infrastructure and trust management, which may not suit more isolated or sensitive 

deployments[16][17]. 

Decentralized alternatives have gained attention for their ability to reduce reliance on 

third parties. Distributed Intrusion Detection Systems (DIDS) and cooperative 

frameworks have been proposed using peer-to-peer communication among 

nodes[18][19]. These systems leverage local observations across multiple machines to 

generate collective decisions and mitigate threats earlier. Studies on multi-agent systems 

in cybersecurity further reinforce the advantages of distributed coordination, adaptive 

behavior, and autonomous threat response[20][21]. 

In parallel, mobile agents have emerged as a technique for dynamic and flexible 

intrusion detection. These agents can migrate between hosts, carrying detection logic and 

contextual awareness[22]. However, they often introduce additional attack surfaces and 

complexity, which may not be suitable for lightweight environments[23]. To enhance 

their resilience, methods such as dummy-based decoy systems have been proposed to 

protect mobile agents from hostile destinations[24]. 

Communication plays a key role in distributed defense. Modern architectures have 

explored using WebSocket as a persistent and real-time communication layer to 

propagate events and security alerts between distributed nodes[25]. Unlike polling 

mechanisms, WebSocket enables bidirectional, low-latency messaging that suits 

collaborative defense use cases. Applications of WebSocket have been documented in 

cloud monitoring, DDoS mitigation, and real-time anomaly detection[26]. 

 

III. METHOD 
This study uses a qualitative observational approach to evaluate the behavior of a 

prototype system designed to distribute SSH brute-force attack intelligence between 

multiple servers. The prototype integrates Fail2Ban with WebSocket to enable real-time 

synchronization of IP block actions among nodes. The method consists of 3 main stages: 

system design, implementation, and observation. 
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A. System Design 

The system consists of four VPS instances: one designated as the central WebSocket 

server and 3 as SSH servers equipped with Fail2Ban and WebSocket client agents. The 

WebSocket server receives block/unblock events from any client and broadcasts them to 

all other connected clients. Each client is equipped with Fail2Ban to detect brute-force 

attempts, a script trigger to send blocked IPs to the WebSocket server, and a listener agent 

to receive and apply blocking instructions from the server. 

The overall architecture is illustrated in Figure 1. Each component communicates via 

persistent WebSocket channels, and no centralized database is used. Clients 

independently enforce bans using local firewall rules (iptables). 

 

 
Figure 1. System Architecture 

 

B. Implementation Flow 

The flow of data and actions within the system is illustrated in Figure 2. The 

communication begins when Fail2Ban detects a sequence of failed login attempts that 

exceed the defined threshold. This triggers a predefined action script responsible for 

extracting the offending IP address and sending it to the WebSocket server using a secure, 

persistent connection. Upon receipt, the WebSocket server immediately broadcasts this IP 

to all connected client nodes using a push mechanism, ensuring that the message reaches 

each recipient in near real-time. On the client side, a lightweight listener agent receives 

the broadcasted message and invokes a local script to apply a firewall rule that blocks the 

malicious IP using iptables. This sequence enables rapid propagation of threat 

intelligence across all SSH nodes without requiring any centralized database or polling 

cycle. 
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Figure 2. Data Flow Diagram 

Unblocking events are similarly propagated using scheduled jobs or manual triggers. 

The system is designed to operate asynchronously and without requiring feedback from 

peer nodes. The response time is calculated as shown in: 

              –                  
where RT denotes the response time, and T refers to the corresponding timestamps of 

the block and detection events. 

 

C. Observation Procedure 

The experiment was conducted by simulating brute-force SSH login attempts on one 

of the client servers, specifically Client 1, to observe how the prototype system responds 

across all participating nodes. The simulation involved repeated failed login actions using 

automated tools designed to trigger the Fail2Ban threshold within seconds. Once 

triggered, Fail2Ban executed a predefined shell script that relayed the malicious IP 

address to the WebSocket server, which then broadcast the information to the remaining 

clients.  

To verify the system’s reaction, detailed log files were collected from all clients and 

the WebSocket server. These included: 

a. Raw action logs documenting all triggered events, such as BLOCK, UNBLOCK, and 

SCHEDULE_UNBLOCK, which allowed researchers to trace each step of the 

response lifecycle. 

b. Structured CSV logs containing timestamps, offending IP addresses, and associated 

actions, offering precise measurements of response intervals between detection and 

enforcement. 
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A representative sample from Client 1’s logs on July 2, 2025, recorded the following 

sequence as summarized below: 

 11:52:22: Detected brute-force from IP 128.124.20.205, executed BLOCK. 

 11:52:22: SCHEDULE_UNBLOCK created for 120 minutes. 

 11:52:35: IP was unblocked automatically. 

 11:54:05: IP 186.117.149.128 was blocked. 

These observations confirmed that the system responded consistently and as expected 

under real-world conditions. All events were logged accurately and showed synchronized 

actions across clients following the WebSocket broadcasts. The experimental deployment 

and its network topology are illustrated in Figure 3, which shows the layout of the VPS 

nodes and their communication relationships. This visual helps to contextualize the 

distributed nature of the system and supports the qualitative insights drawn from the 

observation. It is important to note that this study did not involve stress testing or analysis 

of resource consumption; rather, it focused purely on validating the system’s functional 

feasibility and accuracy in propagating block actions across multiple nodes. 

 

 
Figure 3. Topology of Experimental Environment 

 

IV. RESULT AND DISCUSSION 
The experiment was conducted using 3 client nodes and one WebSocket server. Each 

client was equipped with Fail2Ban and a WebSocket-based communication agent, while 

the server acted as a hub to relay blocked IP addresses. The goal of this observation was 

to confirm whether banned IPs could be reliably shared across nodes and applied in real-

time without introducing significant overhead or synchronization issues. 

One of the key observations was the handling of the IP address 128.124.20.205. At 

11:52:22, Client 1 detected a brute-force attempt and issued a BLOCK action through 

Fail2Ban. Simultaneously, a scheduled unblock event was created, set to remove the 

block after 120 minutes. However, at 11:52:35, a premature UNBLOCK action was 

registered. This sequence showed that the prototype correctly executed and logged each 
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phase of the blocking lifecycle, including the automation of unblocking and handling of 

overlapping timers. 

Another example was observed at 11:54:05, when IP 186.117.149.128 was detected 

and blocked by Client 1. Although the observation scope was limited, these events were 

successfully relayed to the WebSocket server and forwarded to the other clients. The log 

entries showed that within approximately 1–2 seconds of the original BLOCK action, the 

same IP address appeared in the logs of other nodes. This indicates that the 

synchronization mechanism worked consistently and met the expected delay threshold for 

lightweight communication over WebSocket. These observations are summarized in 

Table 1, which illustrates the sequence of blocking actions across the participating nodes. 

 
Table 1. Sample of Synchronized IP Blocking Events 

Timestamp Node Action IP Address Description 

11:52:22 Client 1 BLOCK 128.124.20.205 Initial detection 

11:52:22 Client 1 SCHEDULE_UNBLOCK 128.124.20.205 Timed unblock set to 120 minutes 

11:52:35 Client 1 UNBLOCK 128.124.20.205 Early unblocking observed 

11:52:23 Client 2 BLOCK 128.124.20.205 Received from server broadcast 

11:52:23 Client 3 BLOCK 128.124.20.205 Received from server broadcast 

11:54:05 Client 1 BLOCK 186.117.149.128 New brute-force source detected 

11:54:06 Client 2 BLOCK 186.117.149.128 Synchronized block applied 

11:54:06 Client 3 BLOCK 186.117.149.128 Synchronized block applied 

 

To further validate the behavior of the system, timestamp comparisons were 

performed between client-side and server-side logs. These comparisons revealed near-

identical sequences of actions across nodes, with minimal deviation in timing. Such 

consistency is especially valuable in multi-server defense systems, where synchronized 

bans can prevent attackers from rotating between targets. 

The overall response time from detection to enforcement across clients remained 

within an acceptable range for a lightweight implementation. While no precise latency 

benchmarks were calculated, the qualitative results remain valuable for understanding 

system behavior. This also demonstrates that real-time collaboration among distributed 

nodes is achievable without requiring complex orchestration or centralized infrastructure. 

In particular, the system’s ability to react almost instantaneously across all clients adds a 

layer of proactive mitigation to SSH security. 

Throughout the testing period, no duplicated blocking or missed synchronization was 

observed, suggesting a high success rate in IP propagation. It also implies that the 

message delivery over the WebSocket channel remained stable during the entire 

experiment. This is an important indicator for real-world deployment, as reliability and 

message integrity are critical in any security-driven communication model. 

This study did not yet address edge cases such as system failure conditions, message 

loss, or race conditions between simultaneous blocking and unblocking events. These 

aspects are crucial for scaling the system to larger environments and will be addressed in 

future work. Further analysis involving traffic load simulation, intentional message drops, 

and node failures would be needed to quantify the system’s resilience and fault tolerance. 

These findings, taken together, demonstrate that it is feasible to strengthen SSH server 

defense through real-time cooperation by utilizing a straightforward WebSocket-based 

approach. While this prototype is limited to basic IP sharing and observability, it lays the 

groundwork for more adaptive and scalable implementations in future studies. The 

potential to extend this system to broader cloud-based environments or integrate with 

intrusion detection systems (IDS) presents a promising direction for future development. 
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V. CONCLUSION 
This study presented an exploratory implementation of a lightweight and decentralized 

system for mitigating SSH brute-force attacks through real-time IP sharing using 

Fail2Ban and WebSocket. Designed to operate across three server nodes, the system 

allowed each node to autonomously detect intrusion attempts and distribute banned IPs 

without requiring centralized infrastructure or third-party intelligence services. The 

results from log-based observation confirmed that the system consistently propagated and 

enforced block actions across all clients within a short delay, validating its functional 

feasibility and synchronization accuracy. Although the evaluation focused solely on 

functional behavior rather than performance under stress or failure scenarios, the findings 

demonstrate that lightweight collaboration between SSH servers is both possible and 

effective. This prototype serves as a foundational step toward developing more adaptive, 

scalable, and robust distributed defense systems, particularly in resource-constrained 

environments. Future work will expand on these findings by incorporating dynamic 

configuration handling, fault tolerance, and integration with broader cloud-based security 

frameworks to support more complex and real-world deployments. 
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